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SUPPLIER SIDE

Bioinformatics Application Has a BLAST
With Exanodes Shared Internal Storage

By FRANK GANA

As scientific research has become
more sophisticated, the field of bioinfor-
matics — where computer technology
and biology meet — has become increas-
ingly critical to our understanding of the
natural world. Entire databases of biolog-
ical data are created, indexed, organized,
and analyzed, requiring sophisticated
and robust tools. Bioinformatics often
make use of mathematical computations,
algorithms, artificial intelligence, model-
ing, and other complex applications.

The most widely used of these tools
today is known as BLAST (Basic Local
Alignment Search Tool). As the acronym
suggests, BLAST is intended to be a high-
speed application. BLAST finds statisti-
cally-probable similarities and patterns
in data such as DNA sequences, proteins,
or nucleotides. There’s no question that
BLAST has revolutionized the industry it
serves, and there’s also no question that
all this analytical power requires high-
performing processors.

The Challenge

BLAST requires greatly accelerated
performance in order to

sive to manage as the bottlenecks persist
and workarounds are sought.

Overburdened arrays can no longer
serve data at the pace the central process
unit (CPU) needs it. As a result, CPU
rates are getting lower and lower and are
now far from their optimal speed, and all
resources, including humans, spend far
more time waiting for data than analyzing
and interpreting it.

Organizations with a limited tech-
nology acquisition budget but a strong
internal commitment to solving prob-
lems are challenged to look beyond the
typical answers to this severe decline in
performance. After an in-depth evalua-
tion of business needs, some companies
have discovered a shared internal storage
(SIS) approach, that makes use of unused
disk space inside computing nodes, will
overcome this challenge.

The Solution

The pioneers in SIS, Seanodes,
is able to achieve a twofold increase in
BLAST speeds thanks to its Exanodes™
software. Exanodes transforms the stor-
age components inside computing servers
into a high-end virtualized storage pool,
enabling users to quickly identify and

take advantage of under-utilized internal
storage capacity. With each node func-
tioning as both a computing and storage
server, the need and expense of buying
and maintaining dedicated storage arrays
is eliminated, thereby enabling full infra-
structure consolidation.

In addition to increasing BLAST
query performance, users realize
increased reliability as the NFS server is
no longer a single point of failure. The
simplicity of the Exanodes model reduces
management time and complexity, and
physical installation takes less than two
hours.

Just as the field of bioinformatics is
changing our understanding of grand
biological questions like the human
genome, shared internal storage is chang-
ing the way we look at network storage
technology because the SIS platform
radically alters the economics and pos-
sibilities in data storage and application
processing.

When we compare return-on-invest-
ment figures for Seanodes’ Exanodes
versus additional servers and the gains
realized by the SIS model, Exanodes is
an investment that is between seven and
ten times more profitable. Exanodes can
allow end-users to cancel their storage
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Frank Gana (sales@seanodes.com) is the Business Development Director for Seanodes SA which is headquartered in Paris, France.
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